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July Monthly Report for the LAC Sponsored Wireless Mobility Project

Seamless Handoff and Roaming In Next Generation Wireless Networks

Principle Investigator: Bruce Hartpence

Co-Principle Investigator: Nirmala Shenoy
Abstract

This project will conduct initial research and study the requirements for roaming strategies and propose a hierarchical control architecture for seamless roaming and handoff in next generation wireless networks. It should be scalable, secure and provide for support of quality of service. For the solution to be easily acceptable and deployable its effect on the infrastructure, mobility mechanisms and protocols of the already deployed wireless networks should be minimal. The architecture preferably should harness their capabilities. The ongoing work among researchers and standards bodies in this area, and the preference of the vendors should be a major consideration for the solutions. The architecture should be open-ended and adaptable to any wireless technology or core network. The work is restricted to wireless local area networks (WLAN) and third generation (3G) cellular networks like 3G Universal Mobile Telephone System (UMTS).

Objectives

The objectives of this project are, 

1. To study the ongoing research, proposals and standards, which suggest solutions to support global roaming and seamless handoff across wireless networks and technologies

2. To assess suitable candidate core network technologies and investigate some essential features in the core network that will aid and facilitate seamless roaming.

3. To propose and investigate a suitable architecture comprising of interface-control components and protocols, which will have to be distributed across core and wireless networks to achieve seamless roaming and handoff. The proposed architecture should be open-ended and adaptable to any wireless technology or core network.

4. Support undergraduate / graduate student involvement in the research effort.

In addition to the stated goals of the project, the faculty and students involved took on some additional responsibilities. Most of these additional tasks were necessary because the previous lab infrastructure was not suitable for testing and research of advanced topics. Thus, a needs assessment had to be done and the new lab had to be built. Once this was completed, work specific to the mobility project could commence. These activities represented a significant draw on time, both for the students and faculty. Some of the specific work items included;

· Survey of available and suitable equipment for the lab network.

· Survey and configuration of lab computers.

· Quotes for and purchase of the lab equipment.

· Installation of newly purchased networking equipment.

· Configuration of networking equipment.

· Building the network topology.

· Organization and cleanup of lab facilities

As of July, the equipment for the testbed has been purchased and installed. We are currently compiling a list of small items that should be purchased in order to put some finishing touches on the installation. Initial purchases were equipment only. It is important to note that this network will be central to other research projects and so was a priority with the principle investigators.

The network infrastructure has been completed and we are beginning to experiment with various configurations for the main components of the network. Currently the core has been configured with several VLANs and IPv4. In addition, we have provisioned the network for MobileIPv4 and have begun testing various communication scenarios.

Project Objectives

To study the ongoing research, proposals and standards, which suggest solutions to support global roaming and seamless handoff across wireless networks and technologies.


We are currently in the process of a survey of applicable standards and research. While there are many research projects underway, we have chosen to start with current and next generation mobility standards and models. This will allow us to have the most advanced network prior to commencing work with more theoretical architectures. To this end we are working with the following standards;


MobileIPv4 – this includes mobile clients, servers, routers and the protocol operation. As mentioned previously, our network has a successful implementation of Mobile IP.


UMTS operation – cellular carriers all provide some measure of mobility between base stations or other partner carriers. We are modeling a cellular network with the OPNET simulation tool to analyze the mechanisms and issues associated with cellular mobility


802.11 family especially mobility as defined by 802.11F – Until recently there was no standard defining the communications necessary for roaming between wireless local area networks. Instead, vendors relied on proprietary mechanisms. This year the 802.11 committee standardized an inter-access point communication protocol to alleviate this problem. We have decided to do most of our modeling with this standard and perform practical tests with a solution that is a close as possible to this standard.

To assess suitable candidate core network technologies and investigate some essential features in the core network that will aid and facilitate seamless roaming.

Our work to this point has been to fully understand the operation of existing protocols and the issues involved in trying to solve mobility problems. To this end we have performed dozens of packet captures and done analysis on the result. In addition, we have developed a testing matrix that covers all of the possible combinations regarding mobile node configuration. For this matrix, we will be using both the test network and the installed wireless equipment. The tests will cover different applications, operating systems, wireless cards and scenarios.


The modeling of the aforementioned cellular systems is nearly complete. Upon completion, we will begin testing on the model to help determine data pathways, packet delay, packet loss and communication requirements. We are also beginning to model the test network and the new wireless mobility standard.

To propose and investigate a suitable architecture comprising of interface-control components and protocols, which will have to be distributed across core and wireless networks to achieve seamless roaming and handoff. The proposed architecture should be open-ended and adaptable to any wireless technology or core network.


The tests and models will examine IPv4, MobileIPv4, IPv6 and MobileIPv6. From these we can determine what provides a satisfactory solution and what should be modified. Bases on our analysis, we will determine which approach is best for our final architecture.


At the moment, we believe that while the mobility issues at layer 2 are being addressed, and the issues at layer 3 are being addressed, there is no combined solution. In addition, there are few projects addressing the wireless local area network to cellular mobility problem, although they do exist.

Support undergraduate / graduate student involvement in the research effort.


The project currently funds 5 graduate students. These students have worked hard to complete the stages of the project up to this point. We are planning for the eventual graduation of these students and are in the process of finding suitable next generation researchers. We have been very pleased up to this point with the work that has been completed. Each of the students is required to provide a weekly written report, a weekly oral overview to the group members, a quarterly presentation and maintain a daily log.


The investigators have recently obtained funds that will help continue the project. These funds are contingent upon a slight expansion of the project parameters and provide for further support of student workers. Each of the students currently involved has written a small supplement to this report. This is with the exception of one student who is currently on leave. These supplements are attached as appendices.

Paid student researchers


Dinika Joshi, Nithya Ganesh, EJ Danielson, Namgal Dolker, Aanak Patwa

Volunteer researchers: Juan Edgar Núñez

Appendix I
Student Name: Namgyal Dolker

My work comprised mostly of studying the roaming characteristics of WLANs at layer 2. 

We have two APs in the Lab separated at a certain distance. I change the configuration of the AP according to the Matrix that has been designed by the professor.

	Same SSID
	Same WEP keys
	Same IP domain

	Different SSIDs
	Same WEP keys
	Same IP domain

	Same SSID
	Different WEP key
	Same IP domain

	Different SSID
	Different WEP keys
	Same IP domain


Cisco 350 series Aironet Access Points are used and Cisco 350 series WLAN cards. It was seen that with same SSIDs, roaming was possible with no packet loss in any application. Where as with different SSIDs, FTP downloads survived but when pinging packets are lost. Different combination of FTP servers and clients were used with different SSID with same WEP key and different WEP key and the result is as following. 

 FTP Servers and Clients

	Servers/clients
	G6FTP
	ArGoSoft FTP
	Wu-Ftpd (on linux)

	WS-FTP Pro
	   Packet loss / TCP download  not affected
	Packet loss/TCP download not affected
	Packet loss/TCP download not affected

	CuteFTP
	Packet loss/TCP download not affected
	Packet loss/TCP download not affected
	Packet loss/TCP download not affected

	CoffeeCupFTP
	Packet loss/TCP download not affected
	Packet loss/TCP download not affected
	Packet loss/TCP download not affected


Clients were all run on WinXp on the labtops of the LacLab. Only one FTP server was tested on linux. The time-out delays were the default time-out delays.

WEP key:  “shared” authentication was configured on the APs with full data Encryption. Only one WEP key was used even when there is a provision to allow us to set up to four WEP keys in each AP.

Same SSID with different WEP key:  There is no roaming possible with this configuration. With different SSIDs, there was packet loss but no disconnection in TCP applications. Packet captures were studied and observations were made. 

Different IP domain: At this point, we have installed the mobile IP client (dynamics) on the mobile node and have tested that the node can move back and forth from the home and the foreign network. EJ and I are working on this together and we have going to experiment according to the test matrix that we have agreed on. 

Topology Used with the SSID and WEP key observing layer 2 behavior of 802.11b network.
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Appendix II

Student Name: Dinika Joshi

Synopsis:

The focus of this part of the project was to provide seamless mobility to the mobile station while it is moving from a cellular network into a wireless LAN hotspot. 

The cellular to cellular mobility model was enhanced by adding a WLAN module to it. The mobile station was made to move along a predefined trajectory from the cellular network into the WLAN during an active data session. The main goal was to see that the mobile station does not lose any packets when switching between the two heterogeneous networks.

 In order to make this possible, the mobile station was provided with two profiles. One of the profiles is specific to the cellular network with the Quality of Service (QoS) and the Packet Data Protocol (PDP) information. The other profile, specific to the WLAN, has a list of AP IDs and WEP keys of the access points that the mobile station can communicate with. The profile also consists of the home network ID for the mobile station. The HLR in the home network maintains a profile for the mobile station and updates it as the mobile station connects to various networks for information about its current network. The HLR also does the necessary context transfers and profile transfers to the new network that the mobile station is connecting to. This information is provided so that the new network is aware of the privileges that the mobile station is entitled to have.

Basically when the mobile station moves from the cellular network into the WLAN, it will start receiving redirected data packets from the previous cellular network only after it associates with the access point (AP) in the WLAN. After all the redirected packets are received from the AP by the mobile station, it will start receiving data packets from the Internet. With such a handoff mechanism, it can be insured that the mobile station has not lost any data packets in spite of his transition from a cellular network into a WLAN hotspot.

Appendix III

Student Name: Nithya Ganesh

Project Overview

The aim of the project is to provide seamless connectivity to the future mobile user traversing across heterogeneous cellular networks by designing a framework that facilitates a handoff between any two wireless networks. This project involves relieving some challenges that mobile users face when traveling across cellular networks that employ different technologies. One of the main goals of this project was to develop a working base model on which the Global Mobility Management Framework can be implemented and tested. This project focuses on the simulation approach to testing the framework. The work began with a basic GPRS model, as the initial focus is in data connections, obtained from the “contributed models” section of the OPNET website. This base model was primarily for QoS services in GPRS. Considerable changes and advances were made to that model to meet the needs of our research on user mobility and mobility management. At this point, the data portion of two 3G cellular networks (GPRS part) has been modeled. One of the main goals when traversing between the networks, as a mobile user, is to ensure that loss of data or loss of connectivity does not occur as a result of the handoff. For this reason, along with the handoff mechanism, a data redirection process for the active session has also been modeled. As part of the handoff process, context information of the mobile user is also passed on to the new network. Currently, the model is being enhanced to include delays which will be more representative of a realistic environment. Once the enhancements are complete, we will be experimenting with different handoff mechanisms and data redirection processes. The different mechanisms will be compared and results obtained, for the various types of delays encountered by the mobile user, as a result of the handoff to a new network.

Appendix IV

Student Name: Juan Edgar Núñez

Recently, I joined the LAC as a research assistant in the Seamless Handoff in Next Generation Wireless Networks project. I have been assigned to the development of the OPNET models to represent the architecture, protocols and mechanisms for QoS support and QoS provisioning across different mobile (WLANs & Cellular Phone) networks through the Internet. We attempt to use a QoS differentiation approach using DiffServ standardization. Assuming that next generation cell phones will be provided with the capability of a more accurate tracking (probably using civil band GPS) our models will study mobility prediction techniques that use real-time positioning information and dynamic resource reservation protocol to prioritize handoff call over new calls.The admission control in this framework is handled by negotiations between the BSs or the APs, since they have the knowledge of how many resources are available in any instant. And after the negotiations has been completed the services mapping is performed from the Internet to the Cell Network or WLAN receiving the handoff. The model will assume that the MT has its Home Location Register in a cell or WLAN that is not present in the model, so every MT will be in a Visiting Network. All the traffic between mobile networks will travel through the Internet. 

At this time the scope of these models will be to provide the mechanisms and protocols to handle negotiation of QoS between networks and the QoS mapping from the Internet to the WLANs through the Gateway VLR or to the Cellular Network through GPRS Support Node (GGSN), respectively as showed in the (Figure 1)My first step was to have a short meeting with every one of the students forming this team in order to get a briefing of what they were doing. This, along with the project proposals gave me the opportunity to get an overview of the project’s big picture. The next step has been to get a deeper understanding of the QoS architectures, mechanisms and protocols in the Internet, WLANs and Mobile Networks that are being developed elsewhere. Also, I have been studying some RFCs in order to get an overview of the proposed standards for QoS and DiffServ. My next step will be to study the OPNET tutorials and get familiar with models that all ready have been developed here, so I can get started with the development of the expected QoS models.

Notes: QoS provisioning: states for the set of technologies for managing delays, jitter, and congestion events through a network via traffic policing and resource control.
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(Figure 1) 

Appendix V

Student Name: EJ Danielson

Mobile IP Test Environment

This portion of the LAC’s project on Mobility looks at how mobility can be achieved across multiple IP networks.  This is currently accomplished through the use of IP Mobility Support for IPv4 (RFC 3344).  Cisco Systems, Inc. has had Mobile IPv4 as a feature of their IOS (Internetwork Operating System) for some time now.  We currently have configured the following network for IPv4 routers and MobileIP.  At this time, we can have a mobile node (laptop) that initially resides on the 192.168.1.0/24 (home) network start an FTP session with a server on the 192.168.2.0/24 network and then roam wireless to the 192.168.3.0/24 (foreign) network without loosing connectivity (session timeout).  As our mobile node moves into the realm of the Foreign Agent, it will “hear” advertisements describing that the agent is providing foreign services.  The mobile node will see a Care-Of Address in these advertisements and request the Foreign Agent to register and authenticate for the mobile node back to it’s home network (Home Agent).  One the mobile node is authenticated, the Home Agent will tunnel packets originally destined for the mobile node in the home network to the Foreign Agent’s Care-Of Address.  The Foreign Agent will then de-encapsulate the packets and deliver the inner datagram to the visiting mobile node.  Once the mobile node moves back to its home network, it will “hear” advertisements again, although this time the mobile node realizes what network (home) it is by the IP address of the advertisements.  The mobile node then resumes normal communications.
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