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Summary

	The project is progressing along the following lines

1. An IPv4 test bed to test the roaming scenario across WLAN using the framework proposed. 

2. An IPv6 test-bed to test the scenarios based IPV4 and MobileIPv4

3. A separate study on roaming across AP within one IP subnet. This would be further extended to 1 and 2 above when the WLANs and APs are in different IP networks

4. Implementation of WLAN Home/Visitor location Registers in the WLANs to support various services with Qos guarantees. 

5. Study of the above scenarios using Opnet – to conduct comparative studies. 

6. Study of the proposed framework in Opnet in the cellular to cellular roaming. To conduct studies on various techniques for handoff and data redirection. The strategies will be ported on the testbed later on. The data obtained will be compared to real life statistics

7. Study of the proposed framework in Opnet in the cellular to WLAN roaming and also WLAN to WLAN roaming. All the studies mentioned in point5 above will be conducted for this scenario also


  

Technical Progress made in the last period



	The progress made is listed in line with the goals mentioned in the summary section above

1. Mobility across multiple IPv4 networks.  This is currently accomplished through the use of IP Mobility Support for IPv4 (RFC 3344).  Cisco Systems, Inc. has had Mobile IPv4 as a feature of their IOS (Internetwork Operating System) for some time now.  We currently have configured the following network; see Figure 1 (see Figure 2 for a more detailed view of the LAC topology).  At this time, we can have a mobile node (laptop) that initially resides on the 192.168.1.0/24 (home) network start an FTP session with a server on the 192.168.2.0/24 network and then roam wireless to the 192.168.3.0/24 (foreign) network without loosing connectivity (session timeout).  As our mobile node moves into the realm of the Foreign Agent, it will “hear” advertisements describing that the agent is providing foreign services.  The mobile node will see a Care-Of Address in these advertisements and request the Foreign Agent to register and authenticate for the mobile node back to it’s home network (Home Agent).  One the mobile node is authenticated, the Home Agent will tunnel packets originally destined for the mobile node in the home network to the Foreign Agent’s Care-Of Address.  The Foreign Agent will then decapsulate the packets and deliver the inner datagram to the visiting mobile node.  Once the mobile node moves back to its home network, it will “hear” advertisements again, although this time the mobile node realizes what network (home) it is by the IP address of the advertisements.  The mobile node then resumes normal communications.

2. IPv6 was not yet started. 

3. Roaming across WLANs within the same IP subnet was tested for the following cases

Same SSID

Same WEP keys

Same IP domain

Different SSIDs

Same WEP keys

Same IP domain

Same SSID

Different WEP key

Same IP domain

Different SSID

Different WEP keys

Same IP domain

Cisco 350 series Aironet Access Points were used and Cisco 350 series WLAN cards. It was seen that with same SSIDs, roaming was possible with no packet loss in any application. Where as with different SSIDs, FTP downloads survived but when pinging packets are lost. Different combination of FTP servers and clients were used with different SSID with same WEP key and different WEP key and the result is as following. 

 FTP Servers and Clients

Servers/clients

G6FTP

ArGoSoft FTP

Wu-Ftpd (on linux)

WS-FTP Pro

   Packet loss / TCP download  not affected

Packet loss/TCP download not affected

Packet loss/TCP download not affected

CuteFTP

Packet loss/TCP download not affected

Packet loss/TCP download not affected

Packet loss/TCP download not affected

CoffeeCupFTP

Packet loss/TCP download not affected

Packet loss/TCP download not affected

Packet loss/TCP download not affected

Clients were all run on WinXp on the labtops of the LacLab. Only one FTP server was tested on linux. The time-out delays were the default time-out delays.

WEP key:  “shared” authentication was configured on the APs with full data Encryption. Only one WEP key was used even when there is a provision to allow us to set upto four WEP keys in each AP.

Same SSID with different WEP key:   There is no roaming possible with this configuration. With different SSIDs,there was packet loss but no disconnection in TCP applications. Packet captures were studied and observations were made. 
Different IP domain: At this point, we have installed the mobile IP client (dynamics) on the mobile node and have tested that the node can move back and forth from the home and the foreign network. EJ and I are working on this together and we have going to experiment according to the test matrix that we have agreed on.

4. This activity was not started earlier

5. This activity was also started late

6. One of the main goals of this work was to develop a working base model on which the Global Mobility Management Framework can be implemented and tested. This project focuses on the simulation approach to testing the framework. The work began with a basic GPRS model, as the initial focus is in data connections, obtained from the “contributed models” section of the OPNET website. This base model was primarily for QoS services in GPRS. Considerable changes and advances were made to that model to meet the needs of our research on user mobility and mobility management. At this point, the data portion of two 3G cellular networks (GPRS part) has been modeled. One of the main goals when traversing between the networks, as a mobile user, is to ensure that loss of data or loss of connectivity does not occur as a result of the handoff. For this reason, along with the handoff mechanism, a data redirection process for the active session has also been modeled. As part of the handoff process, context information of the mobile user is also passed on to the new network. Currently, the model is being enhanced to include delays which will be more representative of a realistic environment. Once the enhancements are complete, we will be experimenting with different handoff mechanisms and data redirection processes. The different mechanisms will be compared and results obtained, for the various types of delays encountered by the mobile user, as a result of the handoff to a new network.

7. The focus of this part of the project was to provide seamless mobility to the mobile station while it is moving from a cellular network into a wireless LAN hotspot. 

The cellular to cellular mobility model was enhanced by adding a WLAN module to it. The mobile station was made to move along a predefined trajectory from the cellular network into the WLAN during an active data session. The main goal was to see that the mobile station does not lose any packets when switching between the two heterogeneous networks.

 In order to make this possible, the mobile station was provided with two profiles. One of the profiles is specific to the cellular network with the Quality of Service (QoS) and the Packet Data Protocol (PDP) information. The other profile, specific to the WLAN, has a list of AP IDs and WEP keys of the access points that the mobile station can communicate with. The profile also consists of the home network ID for the mobile station. The HLR in the home network maintains a profile for the mobile station and updates it as the mobile station connects to various networks for information about its current network. The HLR also does the necessary context transfers and profile transfers to the new network that the mobile station is connecting to. This information is provided so that the new network is aware of the privileges that the mobile station is entitled to have.
Basically when the mobile station moves from the cellular network into the WLAN, it will start receiving redirected data packets from the previous cellular network only after it associates with the access point (AP) in the WLAN. After all the redirected packets are received from the AP by the mobile station, it will start receiving data packets from the Internet. With such a handoff mechanism, it can be insured that the mobile station has not lost any data packets in spite of his transition from a cellular network into a WLAN hotspot.




  

Technical Progress made during this period

	1. The Mobile IPv4 Test Environment has seen significant accomplishments.  We have successfully completed the first round of experiments and are currently analyzing the data to calculate associated delays when moving from one network to another.  We are especially concerned with best and worst case scenarios.  The first round of experiments consisted of both the Home and Foreign Agents residing on Cisco routers.  A Mobile IPv4 tunnel is created with a care-of address on the outside interface of the Foreign Agent (see diagram below) when a node travels from one network to another by through Mobile IP Registration.  The Layer 2 portion of our network consisted of wireless access points on each network.  By combining these two aspects, we conducted a series of experiments by toggling different attributes of the wireless network, i.e. the SSID, whether WEP (Wired Equivalent Privacy) was used, and channel (frequency) selection (see attached matrix).  The best case scenario includes the same SSID (Service Set Identifier), no WEP, and the same channel on each wireless network.  The worst case scenario includes different SSIDs, 40-bit WEP Encryption, and different channels.  We used the same Mobile IPv4 client throughout this round of experiments, Dynamics Mobile IP Client, Helsinki University of Technology.

2. An IPv6 network has been installed as shown in the network diagram attached. It consists of one router and 3 IPv6 enabled nodes (2 Windows XP & 1 Linux).These hosts together form a single subnet. Link Local Addresses are present on all the nodes. 

3. This work was combined with the work in point 2 to study the matrix which is given in the Appendix.

All the results reflect TCP application resiliency when files were downloaded when the mobile node was in its home network and  then roamed to the foreign network. 

The mobile node is a linux node with dynamics (mobile IP client) running on it. 

As far as UDP application goes, ( we worked with netmeeting), there is no mobile registration and reply at all and the application worked when the node moved from its home to its foreign network. This has to be further studied.

4. The Authentication, Authorization and Accounting (AAA) requirements for the Mobile IPv4 environment were studied.

· RFC 3344: Mobility Support for IPv4

· RFC 2977: Mobile IP Authentication, Authorization and Accounting (AAA) requirements

· RFC 2486: Network Access Identifier (NAI) 

· Tacacs+ AAA server

· Radius AAA server

The AAA servers are used in both the foreign and the home networks. The FA sends only the authentication information of the MN to the local AAA server (AAAL), which interfaces to the home AAA server (AAAH). After a successful authorization of the MN, the FA is able to 
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Fig. The AAA infrastructure for Mobile IPv4

continue with the Mobile IP Registration procedure. Two Linux machines have been located in the LAC Lab as per the topology (below) to work as the Authentication, Authorization and Accounting (AAA) servers for the Mobile IPv4 environment. A tacacs+ server daemon has
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been installed in the AAAH machine. At present, the HA (Cisco Router) stores the MN-HA security association in its NV RAM. The tacacs+ server has been configured to store the MN-HA security association in its internal database. The HA is being configured to contact the AAAH for retrieving the MN-HA security association information when the Mobile IP Registration from the MN is received by the HA. The Cisco HA configuration (for AAA) is being saved separately in the TFTP server in the LAC Lab. 

5. Not much progress was achieved in this activity as we had problems with the Opnet licenses

6. The base model has since been modified to include all the delays. The types of delays present in the model are processing delay, database delay, channel allocation delay and store and retrieve delays. The processing delay is present in the BTS, SGSN, and GGSN nodes, where the delay is present when the node needs to perform some processing on receipt of a packet. The database delay is present in the internal HLR, which looks up a database containing information on mobile nodes that are allowed to communicate on the GPRS network. The channel allocation delay is present in the BTS and is used when the BTS needs to allocate resources for a mobile device during the handoff process. The store and retrieve delays are implemented in nodes that contain queues to hold packets during the data redirection process. Once the delays were implemented in all the nodes, results were collected for different scenarios with varying processing and database arrival rates. These arrival rates were also varied across nodes in certain scenarios. These tests have provided a way to see how the model performs when different nodes are under different work loads. The next model that is currently being worked on is the bicasting model where a preliminary handoff request takes place when the received power from the MS is slightly higher than the threshold value. This ensures that when the threshold received power is reached, all necessary steps for a handoff have already been performed and all the MS has left to do is switch over to the new network. Once this model has been completed, tests will be performed, results obtained, and compared to the base model.

7. When the mobile station moves from the cellular network into the WLAN hotspot, it first authenticates and associates with the AP in the WLAN. After this, it will start receiving redirected data packets in a sequential manner from the previous cellular network. Appropriate delays were added at the AP and the GATEWAY to take care of the authentication and association of the MS with the WLAN. After all the redirected packets are received from the AP by the mobile station, it will start receiving data packets directly from the Internet.

The handoff and redirection delays were manually calculated and were compared to their values obtained by the simulation. This was to test the accuracy of the statistics that we were collecting for the handoff and redirection delays for simulation studies.

Next, a number of scenarios were created such that the loads at the various levels viz. at the BTS, the SGSN, the GGSN, the AP and the Gateway were changed and the statistics in all these scenarios were collected and compared.
8. Three publications were submitted in this topic. One was sent to the journal ACM Wireless Networks and has been accepted. Two others have been submitted to the ICC conference an IEEE highly refereed conference.

9. A Proposal was put up to Philips which has been accepted in principle though no funding is expected.

10.  We have had discussions with Flarian, IPWireless and Birdstep who have shown interest to take part in this project now that there is Cisco sponsorship.
11. We advertised for research assistant and are currently in the process of interviewing them. 
12. Visited IBM – till now no positive feedback from them
13. Worked on a poster for the two projects one funded from LAC and the other from Cisco



  

Plans and Goals for the next reporting period

	1. The matrix given in the Appendix should be completed 

2. Mobility across IPv6 subnets using MobileIPv6 should be ready

3. This work has merged with activity 1 – but we would like to collect the handover delay and data loss statistics for the scenario which were completed

4. The AAA servers should be able to talk to the Moible Node and HA and FA

5. We should be able to get some statistics – now that there is a student working on this part

6. This part of the work has to be taken over by a new student, as the current student is planning to opt out 

7. The code needs a bit of fixing and we should have some delay analysis and redirection performance data available

8. Discuss with Industries

9. Try for Small Grants for Exploratory Research and Goali proposals



  

Notes on proposal writing

	Currently NSF proposal in Networking are going through some sort of a renewal  so there are no deadlines for new proposals in the offing.

However I discussed with Cindy and we will be trying for some Small Grants for Exploratory Research and Goali proposals which can give us some funds to visit organizations to discuss the project. 

The networking research request for proposals should be out by Dec and due by Feb 2004.

Meanwhile a proposal put up to Philips was accepted – this may not bring in any money – but Philips has agreed to support intern students who are working in the project. 


  

Time Report/Period
	Description
	Time Allotted
	Time Spent
	% Spent

	Nithya - 
	30hrs/week
	More than 120hrs
	

	Dinika
	30hrs/week
	More than 120 hrs
	

	EJ Danielson 
	20 hrs/week
	More than 80 hrs
	

	Namgyal 
	20 h20 hrs/week
	More than 80 hrs
	

	Nirmala 
	10 hrs/week
	15 hrs/week
	

	Bruce 
	10 hrs/week 
	15 hrs/week
	

	Documentation
	2 hrs /week 
	2 hrs/week
	

	Total
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Reviewer Comments
	Please provide your comments here.

	

	

	

	


  

Matrix to be studied

	Layer 3

	Dynamics Mobile IP Client 

Helsinki University of Technology (HUT)
	Proxy Mobile IP – Cisco Aironet 350 APs
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