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Abstract

The need for ubiquitous access even in a harsh terrain presents a challenge to provide extended coverage using lightweight, cost-efficient, and easy-to-deploy wireless devices. Due to the simplicity of the tasks performed by these devices, it is not justified to dynamically determine the routes as typical routing protocols do. This paper proposes a lightweight robust forwarding scheme, called Gossip-Based Relay Protocol (GRP) that allows information to be relayed across a wireless ad hoc network. One or more forwarding paths are determined based on probability functions without explicitly maintaining a routing table.  With the possibility of “not” forwarding a message, it also reduces unnecessary flooding and collisions are reduced by adopting a one-time random back-off medium access before transmission without any retries. A simulation model is developed using the OPNET 
Modeler. Performance of GRP is compared against a standard flooding scheme in terms of the message success rate, end-to-end delay, and message flooded in the network. This paper discusses the simulation results as well as the issues associated with topology and network parameters.
1. Introduction
      Wireless access has made the use of networks even more attractive than they already were.  It is, however, still a far fetch to use today’s technology to provide true ubiquitous access.  A user exploring a harsh terrain where no direct network access can be provided naturally desires a wireless solution that can be deployed on the fly and requires no post-retrieval of the wireless devices.  This paper attempts to investigate how one may extend wireless access via multi-hop lightweight wireless devices with low overhead network protocols.

Relaying messages over multi-hop networks traditionally relies on either pre-determined or dynamically calculated routing tables residing on intermediate nodes.  The computational, signaling and storage overhead associated with determining the routing table may be feasible if the intermediate nodes have abundant resources.  In many situations, however, the deployed wireless devices are of one-time use and require low signatures to the environment, and therefore cannot be costly and have abundant resources.  One simple way to forward messages over multi-hop networks is to flood the messages over the entire network.  Flooding, though, requires no maintenance of routing table and causes excessive and unnecessary message transmissions.  A compromise between flooding and explicit route establishment is to have only a portion of the intermediate wireless devices relay the message from the source to the destination.

This paper focuses on establishing a multi-hop network that expands the wireless coverage by deploying lightweight devices that relay messages from one end of the network to the other.  The network may be created in an ad hoc manner; that is, the users may deploy the wireless devices on the fly, for example, by putting them on the ground as they walk through a cave.  Unlike traditional wireless ad hoc networks, the lightweight wireless devices themselves do not generate information, but simply relay the user information across the network.  The key objective of the network is to provide at least one path that forwards user’s messages to a base station residing on the other end of the network, no matter how the user moves around this ad hoc relay network.  This paper proposes a Gossip-Based Relaying Protocol (GRP) that aims to reduce the message broadcasted on the relay network without requiring any explicit route setup.

This work draws ideas from the Gossip Routing protocols discussed in [2]. The key to Gossip Routing is the use of probability functions for determining whether one will broadcast received messages.  With a low probability of broadcasting, the number of flooded messages on the network is reduced.  These protocols, however, are designed for general ad hoc networks where any node in the network can send messages to any other node, and therefore, may not be optimal for the aforementioned relay network.  In fact, the proposed protocol in [2] integrates the Gossip idea with AODV, which clearly requires route calculations and setup.  The work in [3] and [4] also attempts to reduce the number of messages broadcasted by having each node select a subset of neighbors to forward the message to.  Both approaches require non-negligible computational effort, but indeed exhibit a good reduction of broadcast messages.  The authors in [1] propose a deterministic approach to tackle this optimal flooding problem.  A “cost” field is established for the network in the initialization stage, and the messages can then be passed through the “decreasing-cost” path and reach the base station.  This project, at its current stage, focuses on investigating an alternative use of the Gossip idea without requiring calculating and setting up the routes.  We have found an interesting avenue to establish implicit forwarding paths on the ad hoc relay network using probability functions – the GRP protocol.

In order to use the GRP protocol on wireless ad hoc networks, a MAC protocol needs to be in place.  We developed a minimal overhead medium access control (MAC) scheme based on CSMA/CA.  The proposed MAC protocol is much simpler than the CSMA/CA scheme in that the message backs off once and only once.  The messages that are not sent or are lost impose no problem since it is still likely to have one path connecting the user to the base station.  The GRP and the corresponding MAC protocols have been developed in OPNET.  Simulation results exhibit the reduction of broadcast messages as compared to a standard flooding scheme.

The rest of the paper is organized as follows. Section 2 illustrates our Gossip-Based Relay Protocol (GRP) and the MAC protocol.  The corresponding OPNET models are presented in Section 3. The performance evaluation and results are discussed in Section 4, followed by the conclusion.  
2. Gossip-Based Relay Protocol (GRP)

This section details the design ideas behind the GRP protocol.  We will first introduce the concept of Gossip, followed by an illustration of the parent-sibling-child relationship established among intermediate nodes. The reason to build such relationships is to establish a sense of “direction” for the traffic flow from the user to the base station, and, with this sense, to reduce the number of messages to be broadcasted. Section 2.3 presents the design of the minimal overhead MAC protocol. 
2.1 Flooding and Gossiping

Flooding is a fundamental communication technique for network-wide broadcasts for general networks. It requires each node to broadcast a message to its neighbors when it receives the message for the first time. It is a simple scheme because it requires no computational effort or storage space. In the case of not every node in the network needing the information, flooding, results in unnecessary broadcasts and consequently increases the number of collisions and wasted network bandwidth, especially for wireless ad hoc networks. 

One way to reduce the flooding of messages is to take a probabilistic approach [2], where each node propagates the incoming messages with probability p and takes no action with probability 1-p. It has been shown that this approach effectively reduces the message broadcasted and provides a reduction of 35% in the control message overhead as compared to the flooding scheme [2]. We take one step further from this baseline Gossip idea, and apply the probability approach based on a parent-sibling-child relationship among neighboring nodes, as discussed in the next section.
2.2 Parent-Sibling-Child Relationship

The parent-sibling-child (PSC) relationship is established to build up a sense of direction for traffic flows across the ad hoc relay network over time. More specifically, a node will more likely broadcast packets from its parent, less likely broadcast for those from the sibling, and will not broadcast packets from its children. To set up these relationships, a packet comprising “packet id,” “parent node id,” “grandparent node id” is used. Each node increases or decreases its broadcast probabilities depending on the relationships of the node from which it received the packet. The relationships establishment among nodes is explained in the sequel, by referring to Figure 1. 

· Parent:  When a new packet (known by its packet id) arrives from a node, this node is considered as the parent under two conditions.  For example, in Figure1.1 node A will assume nodes B and C to be its parents, whether the parents of B and C are different or the same. The probability of broadcast of packets received from parent nodes is increased.
· Sibling: Consider Figure 1.2. Node B will be considered the sibling of node A if node A sees a packet arriving from B, stating that the parent for B is C, where C also happens to be the parent of A. The probability of a broadcast of packets received from sibling decreases. 
· Child: A child relationship is set up with another node under two conditions. Firstly, if a node D receives a packet from node A, in which the parent id is D, then A is node D’s child. Secondly if A receives a packet from B, in which the parent of B is C, the sibling of A, hence to A, B is a child. This is explained in Figure 1.3. In such cases any message received from a child will not be broadcast and the broadcast probability will be set to 0. 
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	1.1 Parent
	1.2 Sibling
	1.3 Child

	Figure 1 : Parent-Sibling-Child relationship


2.2.1 Probability Functions

       The gossip probability formulas of the GRP for parent and sibling relationships are defined as follows: let 
[image: image1.wmf]n

P

 be the broadcast probability after a node has received n packets.
· Increased probability for packets received from parent:
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· Decreased probability for packets received from sibling:
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where n is the nth new packet and n-1 is the n-1th new packet.
2.3 A One-Time Random Back-Off MAC Protocol

The purpose of a one-time Random Back-Off MAC protocol is to reduce the number of collisions using a random-back off procedure. The specification of random back-off borrows the concepts from CSMA/CA.  Carrier sensing at the receiver is used to establish half duplex communication. The back-off timer uses a uniform, random number generator. The range of random numbers used depends on whether parent or sibling received as decided by the GRP. However, any packets received from a parent will be broadcasted with high probability. Packets received from siblings will have a reduced forwarding, based on the random back-off scheme. This protocol is presented in detail in Section 3.2.
3. OPNET Models

The OPNET Modeler 10.5 was used to develop a simulation model for the Gossip-Based Relay Protocol (GRP). We have implemented the GRP and MAC protocol according to our specification in Section 2. 

As shown in Figure 2, the repeater node model consists of two main processes: GRP and mac processes, which will be detailed in the following subsections. 
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	Figure 2: Repeater node model


3.1 Gossip-Based Relay Protocol 
3.1.1 The GRP Algorithm 

The pseudo-code of the GRP is shown below. It consists of four conditions to distinguish parent-sibling-child relationships. This algorithm, GRP (m) where m is a packet, passes information to the MAC layer for its operation.

	Algorithm 1 : GRP(m)

	IF (packet m for the first time from node x)

THEN 

Update node x as a parent 
Increase broadcast probability of packets from node x
Send m to MAC 

ELSE 

      m is not a new packet from node x 

      IF (m from different grand parents and different parents ||
m from same grand parents and different parents)

THEN

           Update node x as a parent

      Increase broadcast probability of packets from node x
Send m to MAC

     ELSE

            IF(m from node x whose the grand parent is me)

            THEN

                  Update node x as my child

                  Set the broadcast probability p = 0.0 

                  Stop and exit.

            ELSE

                  IF(m from node x whose grand parent is my parent)

                  THEN

                       Update node x as sibling 

                       Decrease its probability p
                       IF (GOSSIP is TRUE)
                       THEN
                                  Send m to MAC
                       ELSE Exit

             Exit

	


3.2 A one-time Random Back-off MAC Process Model
       The one-time random back-off MAC protocol (MAC) uses a FIFO queue to store packets. The packets are sent after the back-off timer expires. The pseudo code of the MAC is provided below.
	Algorithm 2 : MAC(m)

	Let Sx be the sibling back-off limit

IF (packet m arrives from GRP(m))

THEN 

Choose a random number r
IF(r > Sx && Packet from Sibling) 

      THEN
            Exit

ELSE

Compute a back-off delay using r

Set up self-interrupt with the computed back-off delay time 

IF( m arrived from self-interrupt(end of back-off delay time))

THEN

Check carrier-sense at receiver 

IF( carrier-sense is not busy )

THEN 

Broadcast m
      ELSE

Hold m until receiver is not busy, and then Broadcast m

	


4. Performance Evaluation

We investigate the performance of GRP, along with the proposed MAC protocol, by simulating various scenarios using OPNET.  Four performance metrics are considered:

· Success Rate: the percentage of packets sent by the mobile user that reaches the base station.
· Broadcast Packets: the total number of packets broadcasted on the network over the entire simulation.

· Collisions: the total number of collisions that occur on the network over the entire simulation.

· End-to-End Delay: the average time it takes for a packet to reach the base station over the relay network.
We compare the GRP against a simple flooding scheme.  For presentation purposes, all performance metrics are normalized against the performance achieved by flooding. For example, we show the ratio of the success rate achieved by GRP to that achieved by flooding, instead of showing the absolute values of both. 
The simulations were repeated for various inter-arrival rates of packets from the mobile. The arrival process used was Poisson and the average inter-arrival times varied from 0.01 second to 0.005 and 0.002 seconds. The simulations were repeated for various random seeds and the performance parameters measured were averaged over these simulations. Other general simulation parameters are listed in Table 1.

	Simulation Parameters
	Values

	Duration 
	60 sec

	Seeds
	131, 167, 519,1013,5021

	Update interval events
	500,000

	Values per statistic
	100

	Gossip probabilities
	0 ~ 0.95 (Initial value: 0.80)

	The number of packets
	1,000


Table 1: Simulation Parameters
4.1 Network Topology
In general, we assume that the repeater nodes, with the communication range set to 20 meters, are arbitrarily placed to ensure network-wide connectivity.  The mobile node and the base station reside on two ends of the relay network. Four different topologies are considered to examine the GRP performance under various network conditions.  We first explain the ideas behind the various scenarios below.

· General Topology: As can be seen in Figure 3.1, the topology is random with a sporadic spread of relays. This is intended to serve as a representative of a general and arbitrary topology. Other general topologies have also been simulated and similar performance trends were observed.  
· Network Width: A set of topologies is considered in this scenario. These topologies have roughly the same number of repeater hops between the user and the base station – see Figure 3.2.  An increasing “width” of the topology is made to investigate the impact of spreading wireless repeaters broadly. 
· Network Length: In this topology the number of repeater nodes along the information flow direction was increased from 5, 7, 10, to 15 between mobile and the transceiver tower. 
· Speed of Mobile: To study the effect of the travel speed of the mobile, the topology of Figure 3.4 was used. The speed of the mobile was set to 5, 10, 15, and 20 (meter/sec) for different simulation runs.
4.2 Simulation Results

Figure 4 shows the performance graphs based on the simulations conducted for the different scenarios explained in the previous section. 

The performance observed for the general topology is exhibited in Figure 4.1. It can be noticed that the GRP performs poorly in terms of the end-to-end delay and the success ratio. However, the number of collisions and the number of broadcasts are considerably lower in the case of the GRP scheme. This performance is acceptable if the type of information exchange between the mobile and the transceiver was voice or an interactive type of information, where recovery from packet loss or delayed information is possible, while battery life conservation is achieved due to the reduced number of broadcasts. 

A similar pattern can be observed for the other scenarios.

In Figure 4.3 the end-to-end delay experienced by gossip is better than the delay for the flooding scheme.  Notice that as the network gets “longer and longer,” the flooding scheme causes more collisions.  The packets on the shortest path to the base station are unlikely to successfully reach the base station without colliding with other packets in this case, and therefore the ones that make it to the base station are likely to have traveled a long route. On the other hand, by using GRP, packets from siblings will be more likely to be ignored and therefore reduce the collisions along the primary path to the base station.

In Figure 4.4 we notice a change in the trend of the end-to-end delay observed for the two schemes. The GRP-based scheme seems to have better end-to-end delays than those of the flooding scheme. This can be explained as follows. When the mobile is moving, the parent-child relationship is continuously changing. According to the GRP, when a new packet arrives form a new parent node close to the mobile, the child will broadcast with probability of 1. Hence, the numbers of broadcasts in the GRP are more when the mobile is moving. This can be noticed in the higher GRP/Flooding broadcast ratio as compared to the previous graphs. However the collisions are kept low because of the different random back-off used for parent and sibling. Relatively the flooding scheme has more collisions and the packets suffer a greater end-to-end delay. From the normal end-to-end delay vs. speed plot for both the flooding and GRP scheme it was noticed that the end-to-end delay reduces with increased speed. This can be attributed to the fact that with increasing mobile speeds less number of packets are reaching the transceiver, but most of these packets are primarily getting flooded due to the way in which the GRP was implemented.

4.3. Conclusion

The performance of GRP and the simple MAC protocol with various network topologies was simulated, compared, and evaluated. The GRP was found to deliver lower throughput but incur less number of collisions and broadcasts against the flooding algorithm.
One of the lessons learned is that GRP still exhibits unnecessary broadcasts of messages, especially onto the paths that do not lead to the base station. In our setup, we assume the base station is fixed. Therefore, a better probability function can be established to indicate whether the broadcast is leading to the base station. Another observation through the experiences is that the overhead to maintain the parent-sibling-child relationship may be high. We believe that further simplification of the algorithm will not penalize the performance. In our current setup, we assume a single direction flow from the mobiles to the base station. One ongoing extension of this research is to investigate efficient relaying schemes for bi-directional traffic. 
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	Figure 3: Network Topologies
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	4.1 General topology

	[image: image9.emf]Topology widths of Gossiping & Flooding (PIT:0.005)

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 5 7

Topology Widths (# of repeaters)

Ratio of Success 

Ratio of End to End Delay

Ratio of Broadcast

Ratio of Collisions



	4.2 Network width
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	4.3 Network length 
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	Figure 4: The plots from the network topologies
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