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Abstract

The success of the Internet, the availability of inexpensive laptops with WLAN cards, better support for quality of service (QoS), high data rates and improved security have spurred the demand for wireless data leading to the growth of WLANs. However, WLANs can cover only small areas and allow limited mobility. On the other hand, 3G cellular systems, have well-established voice support, wide coverage, and high mobility, are more suited to areas with moderate or low-density demand for wireless usage requiring high mobility. Integrating these two technologies is of interest since it would result in cheaper voice calls and better data rates for the users. 

The goal of our research is to suggest a handoff mechanism which would ensure seamless roaming across different networks and technologies. In particular we would study the roaming between two cellular networks of different technologies, and between a cellular network and WLAN, in an active session. We have created a simulation model consisting of these three networks. We propose a predictive handoff that will allow for a near seamless handoff across cellular to cellular and cellular to WLAN. We also implement a data redirection process to avoid packet loss especially in TCP sessions. This introduces redirection delay. This model was evaluated for redirection delays and handoff delays for different loads on the networks. We then incorporated an interface system called a Hierarchical Intersystem Mobility Agent (HIMA) [18] to provide message translation, QoS mapping and bi-casting of messages to the two networks across which mobile node moves. We evaluate and provide comparison of the handoff and redirection performance with and without the HIMA.

1 Introduction

Various attempts are being made to integrate the widely deployed disparate terrestrial wireless networks in order to provide global roaming and seamless handoff with continued and acceptable Quality of Service (QoS) guarantees. Notable among these efforts are proposals for inter-working gateways, border location gateways [2], which will provide preliminary registration of users in the border location areas to facilitate seamless handoff, and the European community project, which addresses various mobility related issues through a number of ventures. Recently numerous efforts can be seen initiated 

towards the integration of cellular and WLAN due to the complimentary nature of the two wireless technologies. The authors of this article proposed a framework for integrating heterogeneous wireless networks. Though challenging, the proposed framework for global roaming 
and seamless handoff targets an easily deployable solution with minimal changes to existing mobility mechanisms within the wireless networks. 

In this paper we evaluate the framework for roaming across cellular and WLAN and compare it with an integration scenario without framework. The framework has a hierarchical and distributed architecture. As part of the framework features a predictive handoff, a profile server to support user subscribed services at the WLAN, proxy HLRs and bi-casting have been proposed and evaluated. To evaluate the integration system without the framework a data redirection process was introduced to handle TCP packet loss.

Section 2 briefly discusses the related work in integrating cellular-WLAN systems. In section 3 the proposed framework is outlined. Section 4 focuses on the Opnet model developed to simulate the roaming between a cellular and WLAN. Further we explain in detail the predictive handoff, redirection and bicasting mechanisms. In section 5 performance comparisons between the scenario without the framework and the scenario with the framework is presented. Section 6 provides the conclusion. Though our work so far is restricted to the mechanisms that would handle data sessions, in future we aim to extend these mechanisms to handle voice and real-time data also.     

2 Related Work

Integration of cellular and WLAN has been a topic of major research interest for the past several years and one finds numerous research and standardization efforts towards this direction. We highlight some of the recent efforts and their approaches before presenting our work. [1] is an effort by 3GPP at a standard architecture to enable 3GPP system operators to provide public WLAN access as an integral component of their total service offering to their cellular subscribers. In [9], the authors introduce an architecture based on [1] and provide an overall view of enabling functions in the architecture. This includes the reuse of 3GPP subscription, 3GPP system based authentication, authorization using SIM cards, user data routing and service access and end user charging. In [10], the author proposes a possible architecture for integrating UMTS and 802.11 WLAN, which allows for mobile nodes to maintain data connection through WLAN and voice connection through UMTS in parallel. [11] discusses two novel approaches to integrating GPRS and WLAN and these are the tightly coupled and loosely coupled approaches. In the tightly coupled approach the WLAN is considered as part of the GPRS network and gets access to the Internet via the GPRS infrastructure. Predictive handoff schemes have been exhaustively researched in the literature [7, 2]. Similarly, hierarchical location database [5, 6] and hierarchical control for mobility management [3, 4 and 8] proposals to facilitate seamless and quick handover can be also noted. However, the proposed framework due its architecture is able to support all these features, which are so essential to achieve efficient integration and seamless roaming.   

3 Proposed Framework

The proposed framework aims to provide seamless roaming across different wireless networks and technologies during an active call. For this purpose, Hierarchical Inter-System Mobility Agents (HIMA) are placed at different hierarchical levels in the core network as shown in Figure 1. The HIMA would act as an anchor points or crossover points to forward data as the user moves from one network to another. Based on the call arrival pattern and mobility of the mobile node an appropriate HIMA can be selected from the hierarchy. To avail the HIMA functionality the mobile nodes would register at a selected HIMA as the primary HIMA and subscribe for its services. Such a distributed approach, limits the database capacity and processing overheads at each HIMA. [12] 

In the figure, the framework is shown implemented over two cellular networks and a WLAN. In the cellular networks MSC/VLR, RNC and BTS are shown. The WLAN consists of the Access Point connected to the core network via the gateway. The actual topology used for modeling the framework in opnet is discussed in section 4. To show the advantages of deploying the framework we compare the performance of the integrated cellular–WLAN system with and without its implementation. The performance measures used are handoff delay, redirection delay, and processing overheads at different nodes.
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Figure 1: The Framework

4 The Opnet Model

The opnet model is shown in the figure 2. The Mobile Station (MS) is modeled to generate GPRS data sessions. Before a data session starts the MS is attached and activated and when the session ends it is deactivated and detached. When in a WLAN it authenticates and associates with the Access Point (AP). Unlike the data session, the MS does not activate and attach with the BTS during a voice call. IP packets are sent between start and end of a voice session. 

The HIMA shown in the model does not perform the functions of a HIMA when testing the system without the framework. Instead it functions as remote server which is triggered into sending packets to MS when the MS starts a data session. It also sinks data packets coming from the MS. 

The model consists of two cellular networks and a WLAN. The first (cellular) network to the left is the “home network” where the Mobile Station (MS) is registered. This network maintains the user profile in a database Home Location Register (HLR). The second (cellular) network is the network the MS is currently visiting. Moving further on the trajectory as show in figure 2, the MS would enter the third network which is a WLAN. The model includes only those components required to study the handoff. 

In the cellular network, we have modeled the Base Station Transceiver (BTS) to act a relay for the incoming and outgoing signals. Minimal BSC functions are collocated with the BTS. The Serving GPRS Support Node (SGSN) communicates with a HLR which maintains the user profile of registered users and is responsible for authentication. It also communicates with a Visiting Location Register (VLR) to maintain the profile for visiting users that roam into the network. The Gateway GPRS Support Node (GGSN) acts as a gateway to several SGSNs and is an interface to the Internet.

The WLAN consists of the Gateway which is an interface between the WLAN and the Internet. The AP is modeled as a relay between the MS and the Gateway. The gateway is attached to an AAA/ Profile server which keeps track of current users and their profile and also provides authentication, authorization and accounting services.
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Figure 2. Opnet Model 

4.1 The Predictive Handoff mechanism

The handoff takes place at the transition from the first cellular network to the second cellular network and also at the transition from the second cellular to the WLAN. The proposed handoff mechanism works for cellular to cellular roaming as well as for cellular to WLAN. The performance of the second handoff scenario is presented in detail in this work. Normally the MS monitors the strength of signals it receives from the BTS or AP. If the signal strength from the current BTS/ AP to the MS falls below the threshold value and at the same time the MS senses stronger signal from a neighboring BTS, a handoff is initiated. For ease of modeling we have implemented the signal strength measurement to take place at the BTS (AP) rather than at the MS. Once the BTS (AP) at the neighboring network senses strong signals form the MS, it communicates its presence and network id to the MS, which can use this information to initiate a handoff if the signal strength from BTS (AP) in the current network falls below a threshold.   

During the handoff, the two networks exchange messages to prepare the new network for handling the MS by resources reservations. The process is explained in detail below.

· The MS at regular intervals of time sends beacon signals which are picked up by nearby BTS or AP. The BTS/AP gauge the proximity of the MS based on the signal strength. 

· If the power of such a beacon signal is above a certain predefined value i.e. the MS can be heard well, the BTS or AP will send a packet containing its network id, to the MS. 

· The MS will then send a message which carriers the received network id to the current BTS. The current BTS stores this information and initiates a predictive handoff when it senses the current signal level from the MS to be below a specified threshold. 

· The handoff request packet is forwarded by the SGSN and GGSN to the new network based on the network id. As shown in figure 3 the request is forwarded and reaches the gateway of the WLAN. 

· The gateway sends a handoff request to the AAA/ Profile server which requests for authentication from the home network. This request is forwarded by the gateway and the GGSN of the home network to the home HLR. 

· Only when a positive authentication reply is received from home network, the AAA/ Profile server forwards the handoff request to the Gateway.

· Once the handoff request reaches the AP, it makes necessary resource allocations for the MS
 and sends a handoff reply which is again forwarded by the GGSN and SGSN to the BTS and then to the MS. 

Once the MS receives the handoff reply, it sends one last message, handoff complete, to the current network and changes its frequencies to match the new network. After the MS enters the new WLAN it has to only perform authentication and association at layer 2 with the access point. It then sends a handed over packet to the Gateway. The gateway makes 2 copies of this message sending one to the home network and the other to the previous network. This handed over packet leads to clearing of the user profile from the VLR of the previous network and updating of the location of the MS at the HLR in the home network.

4.2 Redirection mechanisms

From the time the MS sends a handoff complete till the time the previous network gets the handed-over packet, the traffic addressed to the MS is queued up in the previous network at the BTS, SGSN and the GGSN. Now these packets need to be redirected to the new network before the MS starts receiving any more traffic. 

The figure 4 explains the redirection process in detail. The BTS receives the handoff reply and starts to queue the packets. In the mean time the MS sends a handoff complete packet to this network. When the handoff complete packet reaches the SGSN it sends a stop packet (indicating that it will not send any more data packets) to the BTS and starts to queue the in–coming traffic for the MS. The SGSN maintains two queues, one for the data packets coming from the Internet forwarded by the GGSN and the other for the packets returned by the BTS.  Once the BTS receives the stop packet, it sends the queued packets to the SGSN which are stored in a separate queue. After sending all packets in its queue, the BTS sends a stop packet to the SGSN indicating that its queue is now empty. Exactly the same process is repeated between the GGSN and the SGSN. The GGSN starts queuing when it receives the handoff complete and sends the stop packet to the SGSN. The SGSN empties its queues to the GGSN. The GGSN sends the packets in the two queues to the gateway of the WLAN after it receives the handed-over packet. All packets are queued up at the AP and sent to the MS after it has associated with the AP. 

4.3 Bi-casting

In the proposed framework, the HIMA acts as a tethering point and bi-casts the data from the Internet to the old and the new network to minimize delays. As shown in figure 5, when the handoff reply packet is received by the HIMA for a particular MS, it starts duplicating the data packets and sends them to both the current network to which the MS is attached and the new network.  The packets are queued up in the AP till the MS associates with it. The MS also keeps track of the current sequence number and can recover data in the proper order even during the active data session. Once the handed-over packet reaches the HIMA it stops bi-casting and sends packets directly to the new network. 

When using bi-casting, there are no data redirection delays. Since the packets are queued at the AP, they are received by the MS as soon as it associates with the AP. This mechanism is particularly useful in a voice call since the packets do not get stale and there is a continuous flow of packets to the MS.

5 Performance Comparisons

5.1 Modeling Delays

The handoff and data redirection delays were estimated by implementing queue models. Four delays were considered while studying the performance of the proposed schemes. These delays are Packet and Protocol Processing Delays, Database Delays, Store and Retrieve Delays and Channel Allocation Delays.

 As the packet is handled by the different entities (or nodes) involved in the handoff or redirection process, there is a protocols or packet processing delay, as the packet flows via various protocol layers. We have lumped all the protocol layer delays into one queue model, to simplify the presentation.  The queue model used is M/G/I. Database delay is the delay incurred while accessing information from the databases (HLR, VLR and Profile server) and is also modelled as an M/G/1 queue. Store and retrieve delays are the delays incurred in storing and retrieving from the queues during data redirection. We used a separate model for this purpose, because the loads and service time during this process will be considerably different from the databases related processes.  Channel allocation delays introduce to model the time taken by the BTS/BSC or AP in making decisions for channel reservation for the new mobile that was getting handed off. 

The processing model for all packet /protocol processing, databases etc. are assumed to be M/G/1 queue [2], where the service time is considered a general distribution and the arrival of jobs (packets) Markovian. The system time in the queues comprise the service time plus the waiting time in the queues. The waiting time in turn depends on the arrival rate of jobs at the queue. 

For an M/G/1 queue, the system time for any database can be obtained using the following equation.

 ( = 1/( + (   ……………………………………….(1)

Where (  can be obtained using the Pollaczek-Khinchin equation as given below

(  =
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5.2 The basic model- without framework

The basic model which is implemented without the framework implements both the handoff and redirection mechanisms. The graphs show the system performance tested under varying loads. In all the scenarios described below, the service rate of the BTS, SGSN, GGSN and Gateway was set to 1 job/milliseconds and the seed value was varied from 300 to 400 in steps of 50.

 Table 1

	Load
	1
	2
	3
	4

	GW/GGSN
	0.8
	0.85
	0.9
	0.95

	SGSN
	0.8
	0.85
	0.9
	0.95

	AP/BTS
	0.8
	0.85
	0.9
	0.95


Table 2

	Load
	1
	2
	3

	GW/GGSN
	0.85
	0.9
	0.95

	SGSN
	0.85
	0.9
	0.95

	AP/BTS
	0.8
	0.8
	0.8


Table 3

	Load
	1
	2
	3

	GW/GGSN
	0.85
	0.9
	0.95

	SGSN
	0.8
	0.8
	0.8

	AP/BTS
	0.8
	0.8
	0.8
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Figure 6. Scenario 1- Handoff and Redirection delays

Figure 6 shows the worst case scenario where the load on the nodes is gradually increased to 95%. The load values are shown in Table 1. Here the handoff delay is at a high of 200 milliseconds and the redirection delay is at 175 milliseconds.

Figure 7 shows the case where the GGSN, Gateway and SGSN are heavily loaded. This may happen when the SGSNs handle a large number of BTSs and the GGSN handle a large number of SGSNs. But the AP and BTS are loaded up to 80%. The loads at GGSN, SGSN and gateway are varied as shown in table 2. The handoff delay peaks at 160 milliseconds, whereas the redirection delay peaks at 90 milliseconds. This is considerably less than the previous case. This improvement is because the BTS is not highly loaded.

In the next scenario we discuss the case where only the GGSN  load is varied from .85 to .95 in steps of .5 and the load at SGSN and BTS/ AP is kept at a constant of 0.8 as shown in table 3. The graph is shown in Figure 8. The handoff delay peaks at 125 milliseconds and the redirection delay is at 100 milliseconds. 

We have discussed these load scenarios to show the effect of load variation at the different control nodes in the cellular network. 
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Figure 7. Scenario 2- Handoff and Redirection Delays
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Figure 8. Scenario 3 – Handoff and Redirection Delays

5.3 With the framework 

When the framework is in place there is no data redirection since the packets bi-casted from the HIMA are now available at the AP and are sent to the MS as soon as it associates with it. This is the reason why we have no redirection delay when HIMA is active. The handoff delay can be further reduced if the HIMA acts as the authentication point. Figure 9 shows the handoff delay when the HIMA encapsulates the MS profile with the handoff request before forwarding it to the gateway. In this case the AAA/ Profile server need not send an authentication request to the home network. 
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Figure 9. Scenario 1- Handoff Delay with the framework

Figure 9 shows the handoff delay for the worst case scenario where all nodes are loaded according to the values given in table 1. The maximum handoff delay experienced is around 140 milliseconds as compared to a similar scenario without the framework where the delay was 200 milliseconds. However, due to the HIMA and the framework, the mobile user does not experience much quality degradation and information is streamed to him in the new network.

Figure 10 and figure 11 show the scenarios with load values indicated in table 2 and table 3 respectively. These handoff delays in all the scenarios with the framework are lower than the scenarios without the framework.

The only drawback of this mechanism is that extra processing takes place due to bi-casting. Each packet after the bi-casting point has to be processed in the previous as well as the new networks. The graph 12 that shows the ratio of processing time wasted without the framework to the wasted processing time with the framework. The wasted processing time is calculated as the time spent in processing the packets from the time handoff reply is received to the time handed over packet is received. We see in figure 12 that the ratio is greater than one at all times indicating that more processing time is wasted when the framework is not implemented. In case of SGSN the more than 60 % of processing time is conserved when using the framework. Similarly at the GGSN the processing time wasted is reduced to half when using the framework.
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Figure 10. Scenario 2- Handoff Delay with framework
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Figure 11. Scenario 3- Handoff Delay with framework
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Figure 12. Ratio of Wasted Processing Time

6 Conclusion: 
We have successfully tested our framework under various load conditions and compared its performance with the integrated system without the framework. The hierarchical and distributed architecture of the framework provides a robust and scalable solution to seamless roaming from a cellular to WLAN. It also provides data call continuity through predictive handoff and bi-casting. Through opnet simulation tool the feasibility of using this framework as a solution to seamless cellular to WLAN roaming has been established. 
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Figure 3. Handoff Mechanism
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Figure 4. Redirection Mechanism
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Figure 5. Bi-casting Mechanism
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Figure 7. Scenario 2- Handoff and Redirection delays





The maximum handoff delay experienced is around 140 milliseconds when compared to a similar scenario without the framework, where the delay was 200 milliseconds. However, due to HIMA and the framework, the mobile user does not experience much quality degradation and information is streamed to it in the new network.





Figure 9b. compares the wasted processing time over the handoff interval at the different nodes for the scenario without the framework and with the framework. The amount of wasted processing time at the BTS, SGSN and the GGSN is around 55 milliseconds over the handoff duration for the scenario with the framework. However, without the framework the BTS wastes 90 milliseconds and the GGSN 110 milliseconds, whish is a considerably higher wasted capacity than as experienced for the case with the framework.
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� Current AP don’t any reservations. It is anticipated that future WLANs based on 802.11 e will provide QoS guarantee and will have mechanisms for resource reservations. 
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