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The objectives of this project were:

1. Comprehensive search of standards and state of the art research findings.

2. Propose a framework which supports the following features:

a. Seamless roaming and connectivity in diverse wireless networks.

b. Secured services and connectivity.

c. Server-less architecture.

d. Robust connectivity in a harsh environment.

3. Enhance student graduate and undergraduate experiences through involvements in research projects.

4. Develop proposals to attract future funding opportunities and industry involvements.

We highlight the achievements so far in each of the objectives proposed

Comprehensive search on state of the art research

We conducted a comprehensive search on the standards and current research projects primarily in the area of serverless networks with secure group communications. Some of these articles are listed below with their relevant areas of interest to us.

M2MI & security:

1. Kaminsky Alan, Hans-Peter Bischof., “Many-to-Many Invocation: A new object oriented paradigm for ad hoc collaborative systems.” 17th Annual ACM Conference on Object Oriented Programming Systems, Languages, and Applications (OOPSLA 2002), Onward! track, November 2002

· This paper describes the basic functionality of M2MI

2. Hans-Peter Bischof, Alan Kaminsky, Joseph Binder. “A new Framework for Building Secure Collaborative Systems in True Ad Hoc Network,” AdHoc-Now 2003, Montral, to appear

· This paper is a staring point to include security into M2MI

3. Michael Steiner, Gene Tsudik, and Michael Waidner. CLIQUES: “A new approach to group key agreement.” In Proceedings of the 18th International Conference on Distributed Computing Systems (ICDCS98), pages 380387, Amsterdam, 1998. IEEE Computer Society Press.

· This paper describes one of the best protocols

· It is a very good starting point for reading

Secure group communication in ad hoc networks:
(1) C. K. Wong, M.Gouda, S.S. Lam, “Secure Group Communications Using Key Graphs,” IEEE/ACM Transactions on Networking, Vol.8 No.1, 2000.

· This paper is good for understanding the basic requirements to secure group communications. 

· In this paper, a novel solution of a secure group as a triple (U,K,R) where U denoted a set of users, K a set of keys held by the users, and R a user-key relation.

· A key graph is used to specify secure groups. The rekeying strategies and join/leave protocols are implemented in a prototype key server.

· Most importantly, that scheme can scale well with large group size.

(2) H. Harney, C. Muckenhirn, “Group Key Management Protocol (GKMP) Architecture,” RFC2094, 1997.

· The most straightforward way to distribute keys is to use a centralized group key controller (GC), which takes care of the group key management. Every time a member leaves the group a new group key has to be generated and distributed to the group members. 

· The new group key has to be encrypted with member's personal key encryption key (KEK). The distribution cost is linear to the group size. In addition the controller has to store n+1 keys. Also, if the centralized controller fails it is fatal to the whole system.

(3) [RFC 1949, 1996] A. Ballardie, “Scalable Multicast Key Distribution,” Network Working Group (IETF), 1996.

· Key distribution mechanism becomes a bit more scalable and more fault tolerant if we distribute authentication and encryption tasks. SMKD makes use of the multicast distribution tree. 

· SMKD is based on Core-Based Tree (CBT) routing protocol and it is able to delegate encryption and authentication tasks to downstream routers. This means that each router knows its directly attached downstream neighbours and it is authorized to negotiate keys with new hosts and routers under it.

(4) D. Wallner, E. Harder, R. Agee, “Key Management for multicast: Issues and Architectures,” National Security Agency (IETF), 1999.

· Complementary key scheme (CKS) optimises the key management bandwidth usage at the cost of key storage space.

· CKS takes also a tree based approach where it has a root controller which shares a separate key encryption key (KEK) with each member or leaf i where 1<i<N. Root generates the group key for the multicast communication and distributes it separately to each leaf i encrypted with KEK(i). 

· This scheme is called complementary because the root generates something known as complementary variable for each leaf and sends them to the leafs. The root will not send leaf's own variable, but it sends the variables of all the other members – the complementary variables. Hence every leaf has to store N+1 variables: the KEK, N-1 complementary variables and the group key.

(5) A. McGrew, A. T. Sherman, “Key Establishment in Large Dynamic Groups Using One-Way Function Trees,” IEEE Transactions on software engineering, 1998.

· DISEC is a totally distributed multicast key management scheme that does not make use of any centralized controller. It is best suited for many-to-many communication where most of the group members are multicast sources. 

· The main idea in DISEC is to distribute the key management tasks and overhead evenly between group members as opposed to many other mechanisms where the controller does most of the work. 

· DISEC uses a virtual binary tree for managing key distribution. The tree consists of virtual internal nodes and the actual member nodes as leafs. Each member generates a secret key, which is known as the unblinded key. The blinded key is created from the unblinded key using a one-way function, which means that it is computationally unfeasible to try to calculate the unblinded key from the blinded one. The keys for the internal nodes are then generated using the blinded versions of the members’ secret keys such that a parent node's secret key is calculated from the two blinded keys of its children with help of a mixing function. Thus all the member nodes contribute with their key to the forming of the root key. This way each member has to generate and know all the blinded and unblinded key on the path to the root and also all the blinded keys of the siblings of the nodes on the path to the root. 
	(6) A.M. Eskicioglu, "Multimedia Security in Group Communications: Recent Progress in Key Management, Authentication, and Watermarking," to appear in ACM Multimedia Systems J. (special issue on multimedia security), 2003.




· A good overview paper!

· Secure group communications involves many service types include teleconferencing, pay TV and real-time delivery of stock quotes. IP multicast is the traditional mechanism to support multicast communications. 

· Multicast security includes group membership control, secure key distribution, secure data transfer and copyright protection. 

· This paper is an overview of the schemes proposed for group key management, authentication and watermarking in wired networks with fixed members and wireless networks with mobile members.

	(7) S. Rafaeli. “A Decentralised Architecture for Group Key Management.” Computing Department, Lancaster University, September 2000.




Many different proposals have been presented to solve the problem of multicast communication security. There are proposals that employ a central entity, which is responsible for managing the whole group, and thus is not scalable for large groups. Other proposals distribute the group key generation among all members of the group. This also does not scale to large groups because every single member of a group participates in the key generation. Yet, other proposals divide large groups into smaller ones, employing a controller for each subgroup. Although these proposals solve the problem of scalability, other issues are raised. For example, some of these schemes employ a central controller for the subgroup controllers, and thus, if the central (subgroup) controller is compromised the whole group will be disrupted. On the other hand, the proposals, which have solved this issue by removing the subgroup central controller, have introduced new problems such as interference in neighboring groups. This paper solves the above problems well. 

(8) S. Setia, S. Zhu and S. Jajodia. “A Comparative Performance Analysis of Reliable Group Rekey Transport Protocols for Secure Multicast.” In Performance Evaluation 49(1/4): 21-41 (2002), special issue Proceedings of Performance 2002, Rome, Italy, Sept 2002.

· Scalable group rekeying is one of the important problems that need to be addressed in order to support secure communications for large and dynamic groups.

· One of the challenging issues that arise in scalable group rekeying is the problem of delivering the updated keys to the members of the group in a reliable and timely manner. 

· In this paper, they present a new scalable and reliable key distribution protocol for group key management schemes that use logical key hierarchies for scalable group rekeying. 

· Their protocol, called WKA-BKR, is based upon two key ideas, weighted key assignment and batched key retransmission, both of which exploit the special properties of logical key hierarchies to reduce the overhead and increase the reliability of the key delivery protocol. 

· They also have evaluated the performance of our approach using detailed simulations. Their results show that for most network loss scenarios, the bandwidth used by their protocol is lower than that of previously proposed key delivery protocols.
	(9) L. R. Dondeti, S. Mukherjee and A. Samal, “A Distributed Group Key Management Scheme for Secure Many-to-Many Communication,” Technical Report, PINTL-TR-2079.


· Secure one-to-many multicasting has been a popular research area in the resent past. Secure many-to-many multicasting is becoming popular with applications such as private conferencing, distributed interactive simulation etc. Most of the existing secure multicasting protocols use a centralized group manager to enforce access control and for key distribution. In the presence of multiple senders it is desirable to delegate group control authority and key distribution tasks among the senders. 

· That paper proposes a distributed tree based key management scheme to support many-to-many group communication. 

· Their protocol is scalable and places equal trust in all the senders. Key distribution overhead is evenly divided among the senders. 

	(10) L. Dondeti, S. Mukherjee, and A. Samal, “Scalable Secure One-to-Many Group Communication Using Dual Encryption.” Computer Communication Journal, Accepted for Publication. , 1999.




· Multicasting is a scalable solution for group communication. Whereas secure unicast is a well-understood problem, scalable secure multicast poses several unique security problems, namely group membership control, scalable key distribution to a dynamic group.

· That paper addresses scalability in the proposed protocol by using hierarchical subgrouping. Third party hosts or members of the multicast group, designated as subgroup members, are responsible for secret key distribution and group membership management at the subgroup level.

· Unlike existing secure multicast protocols, their protocol, through dual encryption, can use "untrusted" subgroup managers to distribute data encryption keys securely. 

(11) Kim, Y., Perrig, A., Tsudik, G., “Simple and fault-tolerant key agreement for dynamic collaborative group.” In Proc. of ACM-CCS '00 (November 2000) ACM Presspp. 235244.

· Secure group communication is an increasingly popular research area having received much attention in the last several years. The fundamental challenge revolves around secure and efficient group key management.

· While centralized methods are often appropriate for key distribution in large groups, many collaborative group settings require distributed key agreement techniques. 

· That paper investigates a novel approach to group key agreement by blending binary key trees with Diffie-Hellman key exchange. The resultant protocol suite is very simple, fault-tolerant and secure. 

(12) Yongdae Kim, Adrian Perrig, and Gene Tsudik, "Tree-based group key agreement," Cryptology ePrint Archive, Report 2002.

· Secure and reliable group communication is an increasingly active research area prompted by the growing popularity of many types of group-oriented and collaborative applications. The central challenge is secure and efficient group key management. 

· While centralized methods are often appropriate for key distribution in large multicast-style groups, many collaborative group settings require distributed key agreement techniques. 

· This work investigates a novel group key agreement approach which blends so-called key trees with Diffie-Hellman key exchange.

	(13) Y. Amir, Y. Kim, C. Nita-Rotaru, J. Schultz, J. Stanton, and G. Tsudik, "Exploring robustness in group key agreement, " in Proceedings of the 21th IEEE International Conference on Distributed Computing Systems,, pp. 399--408, IEEE Computer Society Press, April 2001.




· Most of the current contributory key agreement protocols are not designed to tolerate failures and membership changes during execution. In particular, nested or cascaded group membership events (such as partitions) are not accommodated.

· In this paper they present the first robust contributory key agreement protocols resilient to any sequence of events while preserving the group communication membership and ordering guarantees.

(14) D. A. Agarwal, O. Chevassut, M. R. Thompson, and G. Tsudik, “An Integrated Solution for Secure Group Communication in Wide Area Networks,” Proceedings of 6th IEEE Symposium on Computers and Communications, July 3-5, 2001.
· This paper proposes a system architecture (in a software sense) that build on a group communication system called Totem, proposed by the same research group, to provide security.

· The proposed Secure Group Layer (SGL) includes a record layer, a flush protocol, an access control protocol, and a key agreement protocol.

· The proposed did not solve all security issues. For example, it relies on a reliable group communication system.

Group membership management and communication:

	(15) I. Keidar et all, Moshe: A Group membership service for WANs, MIT Technical Memorendum MIT-LCS-TM-593a, 1999.


· This paper presents a novel scalable group membership algorithm built specifically for use in a wide area network (WAN). 

· Their algorithm is built with four new significant features that are important in this setting: it avoids delivering views that reflect out-of-date memberships; it requires a single round of messages in the common case; it is built on top of a network event mechanism also designed specifically for use in a WAN; and it employs a client-server design for scalability. 

· Furthermore, their algorithm supplies the hooks needed to provide clients with full virtual synchrony semantics. In addition to specifying the properties of the algorithm and proving that this specification is met, they also provide empirical results of an implementation of this algorithm running over the Internet. Their results show that the assumptions made by this specification seem to hold, and that the algorithm performs quite well when spanning the globe. 

	(16) A. Ganesh, A.-M. Kermarrec, and L. Massoulie , "Scamp: Peer-to-Peer Lightweight Membership Service for Large-Scale Group Communication," Proc. Third Int'l Workshop Networked Group Comm., Nov. 2001.


Gossip-based protocols have received considerable attention for broadcast applications due to their attractive scalability and reliability properties. The reliability of probabilistic gossip schemes studied so far depends on each user having knowledge of the global membership and choosing gossip targets uniformly at random. The requirement of global knowledge is undesirable in large-scale distributed systems. This paper presents a low-overhead membership services in a large-scale group communications.

(17) G.-C. Roman, Q. Huang, and A. Hazemi, “Consistent group membership in ad hoc networks,” In Proc. of the 23rd Int'l Conf. in Software Engineering, 2001.

The design of ad hoc mobile applications often requires the availability of a consistent view of the application state among the participating hosts. Such views are important because they simplify both the programming and verification tasks. Essential to constructing a consistent view is the ability to know what hosts are within proximity of each other, i.e., form a group in support of the particular application. In this paper they propose an algorithm that allows hosts within communication range to maintain a consistent view of the group membership despite movement and frequent disconnections. The novel features of this algorithm are its reliance on location information and a conservative notion of logical connectivity that creates the illusion of announced disconnection. Movement patterns and delays are factored in the policy that determines which physical connections are susceptible to disconnection.

	(18) L. Briesemeister, “Group Membership and Communication in Highly Mobile Ad Hoc Networks.” PhD thesis, School of Electrical Engineering and Computer Science, Technical University of Berlin, Germany, 2001.


This PhD thesis is not perfectly related to our project. But it considers a highly mobility environment. It is interesting.

	(19) M. O. Killijian, R. Cunningham, R. Meier and V. Cahill, "Towards Group Communication for Mobile Participants". in Principles of Mobile Computing (POMC'2001), Newport, Rhode Island, USA, 2001, pp. 75-82.


· Group communication will undoubtedly be a useful paradigm for many applications of wireless networking in which reliability and timeliness are requirements. Moreover, location awareness is clearly central to mobile applications such as traffic management and smart spaces. 

· In this paper, they introduce our definition of proximity groups in which group membership depends on location and then discuss some requirements for a group membership management service suitable for proximity groups. 

· They describe a novel approach to efficient coverage estimation, giving applications feedback on the proportion of the area of interest covered by a proximity group, and also discuss their approach to partition anticipation.

(20) Y. Amir, C. Danilov, and J. Stanton, “A Low Latency, Loss Tolerant Architecture and Protocol for Wide Area Group Communication,” Proceedings of the International Conference on Dependable Systems and Networks, pp. 327--336, June 2000

· This paper proposes an overlay network architecture (Spread) and a new point-to-point transport protocol (Hop) that enables group communication across wide area networks, with a vision to replace different IP-multicast schemes.

· The proposed scheme has the following characteristics.

· Scalability in terms of the number of groups (not in terms of the number of users per group, as it is for IP-Multicast))

· Guaranteed end-to-end reliability, by the use of link-by-link control

· Low latency forwarding

· Ordered message delivery – good for distributed computing, including security key management

· Tool kit publicly accessible on http://www.spread.org
(21) L. E. Moser, P. M. Melliar-Smith, D. A. Agarwal, R. K. Budhia, and C. A. Lingley-Papadopoulos, “Totem: A Fault-Tolerant Multicast Group Communication System,” Communications of ACM, vol. 39, no. 4, pp. 54-63, 1996.

· This paper proposes a system architecture (in a software sense) that enables total-ordered message delivery (multicast) over wide area networks.

· The focus is on providing service over token rings.

(22) T. Anker, D. Dolev, and I. Shnayderman, “Ad Hoc Membership for Scalable Applications,” Tech. Rep. 2002-21, Institute of Computer Science, The Hebrew University of Jerusalem, Jerusalem, Israel, April 2002.

· This paper describes an ad hoc approach realized in a separately proposed transport protocol called Xpand (by the same research group).

· The paper addresses the issue of message “semantics” (including ordered message delivery and error recovery) in a likely asynchronous ad hoc network environment across wide area networks.

· How they view the problem of an ad hoc group communication over wide area networks still need to look into.

(23) N. Badache, M. Hurfin, and R. Macedo, “Solving the Consensus Problem in a Mobile Environment,” Proceedings of 7th IEEE International Symposium on Computers and Communications, Italy, July 2002.

 
· This paper investigates the “consensus problem” in an asynchronous distributed environment with mobile hosts.

· The consensus problem is related to group membership since existing members need to agree upon the validity of new member requests. It is known that consensus cannot be solved deterministically in an asynchronous distributed system that is subject to even a single failure.

· The paper exams and proves several properties by using the “Chandra-Toueg’s” protocol on this mobile environment. The validity and impact of the findings to the Urosan project are yet to be determined.

Framework

We have focused primarily on serverless adhoc networks and group security in such networks. Hans-Peter and his group had already proposed server-less key management. It is intended that this project will extend this concept. Currently this work can be applied only within one subnet and primarily on networks that employ multicasting. We would like to include virtual groups across different networks, perhaps using broadcast or a different type of multicast protocol. 

Our further contribution in this area was to study a suitable application to which this framework can be applied. The battlefield scenario was considered the most suitable one for it. Towards this end, Bruce discussed this with some army professionals and the brief report on this discussion is attached in the Appendix 1. Some examples of applications suggested by the military include; 

a) Secure voice communications

b) IFF – identifying friend or foe

c) Identifying friend or foe in low visibility

d) Tank platoon control/attack/coordination

e) Verification of data/reports

Scenarios involving groups over ad hoc networks and groups across infrastructure networks for the battlefield application is given in appendix 3.

The architecture requires a protocol to be built to the project specifications. To this end, Bruce has begun design on the protocol and is flow-charting the various decisions and options that must be handled. Included in the initial design are;

a) Root election

b) Proxy designation

c) Roaming

d) Joining/separating

e) Authentication success/failure

A diagram depicting some of the flowchart is attached at the end of this document as appendix 2.

Handles

M2MI lets an application invoke a method declared in an interface.  To do so, the application needs some kind of ``reference'' upon which to perform the invocation.  In M2MI, a reference is called a handle, and there are three varieties, omnihandles, unihandles, and multihandles.

Omnihandles

An omnihandle for an interface stands for ``every object out there that implements this interface.'' An application can ask the M2MI layer to create an omnihandle for a certain interface X, called the omnihandle's target interface. (A handle can implement more than one target interface if desired. An omnihandle for interface Foo; the omnihandle is named allFoos is created by code like this:

Foo allFoos = M2MI.getOmnihandle(Foo.class);

Once an omnihandle is created, calling method doSomething on the omnihandle for interface AnInterface means, ``Every object out there that implements interface AnInterface, perform method doSomething.'' The method is actually performed by whichever objects implementing interface AnInterface exist at the time the method is invoked on the omnihandle.  Thus, different objects could respond to an omnihandle invocationat different times. Three objects implementing interface Foo, objects A, B, and D, happen to be in existence at that time; so all three objects perform method y. Note that even though object D did not exist when the omnihandle allFoos was created, the method is nonetheless invoked on object D.

The target objects invoked by an M2MI method call need not reside in the same process as the calling object. The target objects can reside in other processes or other devices.  As long as the target objects are in range to receive a broadcast from the calling object over the network, the M2MI layer will find the target objects and perform a remote method invocation on each one.

Exporting Objects

To receive invocations on a certain interface X, an application creates an object that implements interface X and exports the object to the M2MI layer.  Thereafter, the M2MI layer will invoke that object's method Y whenever anyone calls method Y on an omnihandle for interface X.  An object is exported with code like this:

M2MI.export(b, Foo.class);

Foo.class is the class of the target interface through which M2MI invocations will come to the object.  We say the object is ``exported as type Foo.'' M2MI also lets an object be exported as more than one target interface.  Once exported, an object stays exported until explicitly unexported:

M2MI.unexport(b);

In other words, M2MI does not do distributed garbage collection (DGC).  In many distributed collaborative applications, DGC is unwanted; an object that is exported by one device as part of a distributed application should remain exported even if there are no other devices invoking the object yet. In cases where DGC is needed, it can be provided by a leasing mechanism explicit in the interface.

Unihandles

A unihandle for an interface stands for ``one particular object out there that implements this interface.'' An application can export an object and have the M2MI layer return a unihandle for that object.  Unlike an omnihandle, a unihandle is bound to one particular object at the time the unihandle is created.  A unihandle is created by code like this:

Foo b_Foo = M2MI.getUnihandle(b,Foo.class);

Once a unihandle is created, calling method Y on the unihandle means, ``The particular object out there associated with this unihandle, perform method Y.'' When the statement b_Foo.y(); is executed, only object B performs the method. As with an omnihandle, the target object for a unihandle invocation need not reside in the same process or device as the calling object.

A unihandle can be detached from its object, after which the object can no longer be invoked via the unihandle:

b_Foo.detach();
Multihandles

A multihandle for an interface stands for ``one particular set of objects out there that implement this interface.'' Unlike a unihandle which only refers to one object, a multihandle can refer to zero or more objects.  But unlike an omnihandle which automatically refers to all objects that implement a certain target interface, a multihandle only refers to those objects that have been explicitly attached to the multihandle.

The multihandle is named someFoos, and it is attached to two objects, A and D. The multihandle is created and attached to the objects by code like this:

Foo someFoos = M2MI.getMultihandle(Foo.class);

someFoos.attach(a); someFoos.attach(d);

Once a multihandle is created, calling method Y on the multihandle means, ``The particular object or objects out there associated with this multihandle, perform method Y.'' When the statement someFoos.y(); is executed, objects A and D perform the method, but not objects B or C.  As with an omnihandle or unihandle, the target objects for a multihandle invocation need not reside in the same process or device as the calling object or each other.A multihandle can be created in one process and sent to another process, and the destination process can then attach its own objects to the multihandle.

An object can also be detached from a multihandle:

someFoos.detach(a);

The protocol stack for implementing this is given below
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We have identified the following primary issues to be addressed, with the names of people who will be contributing towards each component.

1. Scalable secure key forming and management among members in ad hoc networks (HP and Fei)

2. Group membership definition, authorization and authentication (HP & Jay)

· The issue includes what constitutes a group, how to be eligible as a group member, how to verify a host is who he claims, and how to handle node death, etc.

3. Reliable and secured multi-hop forwarding scheme (Fei)

After one month’s investigation we find out that there has been little or no work on the design of an efficient reliable transport protocol for ad hoc networks. This is because, as one would expect, the vast majority of sensor network applications do not require reliable data delivery.  Designing a reliable and efficient transport protocol for ad hoc networks is a challenging problem due to a number of reasons: 

· Node mobility may trigger network partition and disconnection, as well as reconnection.  

· Mobility may also cause frequent route changes between any two communicating hosts, thus increasing the ratio of out-of-order packet delivery.

· Multiple competing connections contend for the bandwidth-constrained wireless channel and induce network congestion.

· MAC layer contention in the shared wireless medium may cause transient link failures. Even with the help of link-layer retransmissions, packet loss still occurs in the presence of bursty channel errors.

On next-step, we have decided to achieve the following results on the design of reliable transport protocol in ad hoc networks:

· To ensure that all data segments are delivered to all the intended receivers with minimum support from the underlying transport infrastructure;

· To minimize the number of transmissions due to lost node detection and recovery operations with minimal signaling;

· To operate correctly even in an environment where the radio link quality is very poor; 

· To provide loose delay bounds for data delivery to all the intended receivers.

4. Subnet structure and related issues (Bruce)

Current infrastructures are predominantly IPv4 based. Phase one of the project will be to port existing structures to this standard. Subsequent work will be done moving the architecture to MobileIP or IPv6. As a last stage, the work may include a communication approach that is independent of protocol architecture.

There are several other issues related to communication across subnets including;

· Discovery of remote nodes

· Group membership

· Router support for broadcast and multicast traffic

· Address assignment

· Proxy for external communication with local group 

5. Virtual group communication across subnets (Nirmala, Bruce, & Jay)

· Most proposals enable group communication (over wide area networks) use certain types of `multicast’. An important concept that was not addressed in our original goal to enable this group communication is `ordered message delivery.’ The definition of ordered delivery however needs to be carefully examined in our application (e.g., military battlefield). It has been a key issue in literature for maintaining correct distributed computing and secure key management, etc.

· Our first phase goal is to determine whether existing IP multicasting broadcasting can be used towards our target applications. In other words, a quantitatively evaluation shall be done to investigate how good or how bad commercial protocols would work.

6. Continuous membership and minimum communication interruption when members roam from one network to another (Nirmala, Bruce, & Jay)

* Items 5 and 6 are addressed in the flowchart in appendix 2. 

Funding

To be done by nirmala

Student Involvement

Adolph Seema, a BS/MS student in Computer Engineering, has started learning the use of HP’s M2MI middleware, and investigating the issues to port the software onto the testbad in LAC wireless lab. He is currently investigating the use of transport protocol (TCP and UDP) versus the use of multicast/broadcast schemes in Windows SP.

Project time table

	Description
	Due Date
	Status

	Porting HP’s M2MI middleware to the LAC wireless lab over IPv4
	July 31st, 2003
	Software installed, only worked partially. Problems has been identified – multicast address not recognized/acceptable by Windows SP.

	Realize traditional secured ad hoc group communication for members in the same network (broadcast domain)
	Aug 31st, 2003
	

	Enable secured group communication among members residing in different networks (no roaming)
	Nov 30th, 2003
	

	Enable secured group communication among members moving between networks
	Feb 28th, 2004
	

	Ubiquitous roaming over secured ad hoc networks framework and testbed established
	May 31st, 2004
	


Note: IPv6 is not in the current timetable. We will continuous monitor and update the time table for the project.

Appendix 1 

Report from Bruce

Major Powell
x6817

Captain Thomas x5550
4th Infantry Div





tmtarm@rit.edu

What level should the application be targeted for?


Squad



Team (scouts)

Issues

· information overload (too many red boxes), filter the data

· survivable

· temp: 120 – negative

· dust

· bumps

· too many contractors

· interface with existing systems

· who will have access for updates or fire missions

Applications

· secure voice (predominant and most effective but lots of overtalk)

· scouts reporting information, is it redundant?

· incoming vehicles, friend or foe

· dust cloud generated from moving vehicles, friend or foe

· tank platoon in a sq km makes a good target (single missile), signal to spread out forces over 3-4 sq km and then call back in for attack/coordination

I think that we should focus on a low bandwidth type of application but one that has very specific kinds of data. For example; telemetry that might be used to identify friend/foe, provide position data, issue commands or relay data from remotes.

I also think that our implementation should be many to one, with one node acting as the adhoc server or root controlling the TCP based communication. I have drawn up the root selection process and it is in the lab. Our issues will be secure communication on the adhoc area (After talking with the military, I am no longer sure about the multiple subnet idea), robust TCP connectivity and wireless issues such as mobility and signals.

Appendix 2- Protocol Initial Flowcharts

Flow chart for group initiation, joining leaving and roaming, cases identified.

Case 1 – Node Start process – under 1 subnet

Case 2- Node Joins process – under 1 subnet

Case 3- External Nodes join process (from other subnet)

Case 4- Node informs nodes on other subnets of process (more clarity required)

Case 5- Node roams out

Case 6 – Node Roams in

Case 7 – Termination

Case 8 – Wired (external) connectivity
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Root selection criteria

· id number

· speed ( priority)

· position in hierarchy ( priority)

· outside connectivity

At root
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Appendix 3-

Application scenarios for the serverless approach - Battlefield

The following is a sketch of battlefield communication requirements.


[image: image4.wmf] 

Ground base 1

 

Ground base 2

 

Ground base 3

 

Air base 

 

Naval base 

 

Cluster head

 

Ground 

command

 

Air 

command

 

Ground 

command

 

Head 

Quarters

 


Three levels of communication groups can be identified from the picture.

Lowest level: Level 1

At ground base – communications among the troops is shown by the white circles.

A similar group can be set up within the ship

Next Level : Level 2

The colored dots – could be cluster heads of cluster. This is applicable both in the case of the ship and the ground base. The cluster heads would be the commanders and they would communicate with the local head office. Three different groups can be identified here. Number of groups can be determined based on various criteria.

Next Level: Level 3

This would be the communication between the local office and head quarters – since this is all wired network – achieving this should not be difficult – and may not require the serverless security that we target.

But in Level 1 and Level 2 setting up security groups on a serverless basis and independent of an infrastructure would be reasonable. 

The IP address in this case may not be a serious issue. A default or reserved address can be used within all groups as the communication messages will not be going outside the group. The pilots in airplanes would be roaming – but their roaming should not affect any IP address changes.    Hence roaming and IP address changes will not be a problem in this scenario. 

Troop movement may also not be an issue. 

The primary issue here could be the transceivers to facilitate communications across ground bases and local offices. It would be reasonable to expect the troops to set up antennas. Or perhaps use satellites. But with the secure serverless communications, this would not be a serious security problem.
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